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Measurements of triple differential cross sections d3σ/(dpγ
T dyγdyjet) for the production of γ + b-

jet+X and γ+c-jet+X events are presented for photon transverse momenta in the range 30–150 GeV
with photon rapidities of |yγ |<1.0 and jet rapidities of |yjet|<0.8. The results are based on a data
sample of 1 fb−1 of integrated luminosity accumulated between September 2002 and February 2006
in pp̄ collisions at

√
s =1.96 TeV and recorded with the D0 detector at the Fermilab Tevatron

Collider. The results are compared with next-to-leading order QCD predictions using cteq6.6M
parton distribution functions.
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I. INTRODUCTION.

Due to the electromagnetic nature of photon-quark interactions, the photons produced in the final state of fun-
damental 2 → 2 QCD interactions provide a valuable source of information about parton dynamics in the initial
state [1–9]. In high energy pp̄ collisions a dominant source for production of photons with a high transverse momen-
tum pT are direct photons. Direct photons produced in association with heavy (c or b) quarks provide a possibility
to better understand the proton/antiproton properties and, in particular, to measure the momentum distributions of
its constituent heavy quarks [9, 10].

The two main sources of the associated photon (γ) and heavy flavor quark (Q) production are the “Compton”-like
scattering

Q + g → Q + γ (1)

with Q = c, b and the “annihilation” subprocess

q + q → g + γ (2)

where the final state gluon splits into a heavy quark pair g → QQ̄. The first process is dominant in a large kinematic
range, while the second one becomes dominant at pγ

T > 80–100 GeV. Figure 1 shows the fractional contributions of
the Qg → Qγ subprocesses to the total cross section of associated production of a direct photon and a heavy flavor
quark in the two kinematic regions described below. The fractions are obtained using signal processes (1) and (2)
simulated with the Monte Carlo (MC) event generator pythia [13] with the cteq6L PDF set [14].
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FIG. 1: Fractional contribution of the Qg → Qγ subprocess to the associated production of direct photon and heavy-flavor jet
in regions 1 and 2. Left: for events with at least one b-quark. Right: for events with at least one c-quark. The fractions are
calculated using pythia 6.3, cteq6L, and imposing the following cuts on the photon and leading quark: |yγ | < 1, |yQ| < 0.8,

pQ
T > 15 GeV.

The production cross section for process (1) is obviously sensitive to the b and c quark and gluon densities inside the
colliding hadrons and may give us an opportunity for tuning the parameters of those PDFs which still have noticeable
uncertainties [15, 16]. Those uncertainties, on the theory side, come from a scheme dependence in the treatment of
the heavy flavor quarks and the choice of specific parameters (like heavy quark thresholds) in some schemes [15–17].
On the experimental side several relevant measurements exist [18–23], but they cannot impose stringent constraints
on the kinematic regions accessible at the Tevatron or the LHC for many interesting physics processes (for example,
single top or Higgs boson production in various models [24–27]).

Additional uncertainties are also caused by the heavy quark fragmentation process and by the gluon splitting
g → QQ̄. These contain non-perturbative corrections in theory and about 15–25 % in uncertainties found from
averaging over the LEP/SLD data [28].

This note presents the first measurements of γ + bottom and γ + charm triple differential cross sections
d3σ/(dpγ

T dyγdyjet) in pp̄ collisions at
√

s =1.96 TeV. The data sample corresponds to 1.022 ± 0.061 fb−1 recorded
using the D0 detector at the Fermi National Accelerator Laboratory. In this measurement the photon and leading jet
are located in the central rapidity region with |yγ | < 1.0 and |yjet| < 0.8 with the photon transverse momentum pγ

T

covering a range from 30 to 150 GeV. The leading jet is required to have pjet
T > 15 GeV.

By analogy to a previous D0 “γ+jet” analysis [29], the cross sections are measured in the following two kinematic
regions:
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• region 1: (0.0<yγ <1.0 and 0.0<yjet <0.8) or (−1.0<yγ <0.0 and −0.8<yjet <0.0);

• region 2: (0.0<yγ <1.0 and −0.8<yjet <0.0) or (−1.0<yγ <0.0 and 0.0<yjet <0.8).

As we see, region 1 is characterized by a positive product of photon and jet rapidities yγyjet > 0, while region 2
corresponds to a negative product yγyjet < 0. These two rapidity combinations allow one to better differentiate regions
of the parton momentum-fraction space for the two initial interacting partons, x1,2. For all interaction energy scales,
region 1 covers different x1 and x2 intervals, while region 2 correspond to events with similar x1 and x2 intervals. For
example, at pγ

T = 35 GeV region 1 covers the intervals 0.01 . x1 . 0.03 and 0.03 . x2 . 0.09, while x1 and x2 for
region 2 correspond to the same interval of 0.02 . x1,2 . 0.06. Here x1 and x2 are calculated using the leading-order
expression x1,2 = pγ

T /
√

s · [exp(±yγ) + exp(±yjet)] [3].
A measurement of the triple differential cross section at the Fermilab Tevatron should allow us to get information

about b, c, and gluon PDFs in the x range of 0.01 < x < 0.3 with 0.9 × 103 < (pγ
T )2 < 2 × 104 GeV2.

II. EVENT AND OBJECT SELECTION.

A. Event Selection And Detector Description.

Events are selected to have a primary collision vertex within 50 cm from the center of the detector along the
beam axis and to be reconstructed with three or more tracks. These criteria are 99.8 % efficient for data events after
requiring the leading jet in the event to be taggable (see section IIC). In order to reject background events caused by
cosmics and W → eν decays, we require the missing transverse energy in the event to be less than 0.7pγ

T .
This analysis largely utilizes the central-tracking system, consisting of a silicon microstrip tracker (SMT) and a

central fiber tracker (CFT) with coverage in pseudorapidity of |η| < 3 and |η| < 2.5, respectively. The SMT provides
high resolution stereo position measurements with 792,576 channels, which is crucial for correctly identifying displaced
tracks and vertices of the heavy flavor jet decays. The tracking system is located within a 2 T superconducting
solenoidal magnet. It is followed by the central preshower detector (CPS, |η| < 1.2) with three concentric cylindrical
layers of scintillator strips. The D0 calorimeter is a liquid argon sampling calorimeter enclosed in three hermetic
cryostats and covers an |η| range up to 4.2. It is used to reconstruct both the photon candidate and jets with ∼48,000
finely segmented channels. The calorimeter is separated into electromagnetic (EM) and hadronic layers with cell sizes
of ∆η×∆φ = 0.1×0.1 and 0.05×0.05 in the shower max layer (EM3). High energy towers are used to create clusters of

energy in the EM calorimeter in a cone of radius R ≡ 0.4, where R is the distance in the η-φ space, R =
√

∆η2 + ∆φ2.
Once an EM energy cluster is formed, the final energy used is taken from a smaller cone of R ≡ 0.2.

B. Trigger And Photon Candidate Selection.

The triggers used in this analysis identify clusters of large electromagnetic energy in events and are based on the
photon pT and loosely on the photon shower shape. These triggers are ∼ 97% efficient at pγ

T ' 30 GeV and are
more than 99 % efficient at pγ

T > 35 GeV. In each event the highest pT photon is selected and is required to have
more than 96% of its total energy in the EM layers of the calorimeter. The photon candidates must also be well
isolated within the calorimeter. We require that the total amount of excess hadronic and EM energy surrounding the
EM cluster inside a cone of radius R ≡ 0.4 to be less than 7% of the EM cluster’s total energy. We also require the
energy-weighted shower width in the EM3 layer to be consistent with that of an electromagnetic shower.

The probability of any track to be spatially matched to the EM cluster in the event is required to be less than 0.1 %.
The primary collision vertex is further constrained using a combined calorimeter and preshower layer “pointing.” This
requirement utilizes the layer positions of the energy cluster to extrapolate to the region along the beampipe from
where the photon candidate most likely originated. With a preshower confirmation of the EM cluster position, the
primary vertex z position must lie within 10 cm of the extrapolated position.

In order to further reject particles such as π0, η mesons and others that can mimic the photon candidate signature,
an artificial neural network (ANN) was developed to provide additional suppression of these backgrounds [29]. The
input variables used in this neural network include the number of cells in the EM cluster from the first calorimeter
EM layer, the fraction of the photon candidate energy deposited in the first EM layer, and the sum of track energies
between two cones of radius R ≡ 0.05 and R ≡ 0.4 centered about the direction of the EM cluster. The calculated
ANN output for the candidate photon is required to be greater than 0.7.

The photon efficiencies for the photon selection criteria described above are corrected for data/MC efficiency
differences using Z → ee and Zγ events [30]. The total efficiency versus pγ

T is shown in Fig. 2.
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FIG. 2: The total photon selection efficiency to pass the photon criteria of section II B as a function of pγ
T .

The total photon selection systematic uncertainty varies within 4.9–5.2 % and is caused mainly by the anti-track
match cut (3 %), the data/simulation correction from Z → ee events (1.5–2 %), the ANN cut (2.4 %), the photon
vertex pointing requirement (2 %), and the uncertainty on the parameterized photon selection efficiency (∼1 %).

C. Heavy Flavor Jet Candidate Selection.

Events containing at least one hadronic jet are selected. Jets are reconstructed using the D0 RunII jet-finding
algorithm [11] with a cone of radius R ≡ 0.5. The leading pT jet is required to have pT > 15 GeV and |y| < 0.8.
Particle level c and b jets1 from γ+jet MC events were matched to the reconstructed ones to estimate the reconstruction
efficiency of the jets as well as the pT ordering effects of the jets where a non-leading jet would be reconstructed as
the highest pT jet in the event. The efficiency for a jet to be reconstructed and to pass the jet identification criteria
is 93 % (94.5 %) for light (b) jets at pγ

T = 30 GeV and increases to ∼ 98% at pγ
T = 150 GeV, independent of the jet

flavor. The impact from jet energy scale (JES) uncertainties on the pT -threshold requirement was studied by varying
the jet pT within the uncertainties from the JES corrections, the energy resolution and an additional uncertainty
caused by the different energy response of light and b-jets. The latter uncertainty is taken as the actual difference in
response between light and b jets as predicted by the simulation and accounts for about 17 % uncertainty for b-jets at
pjet

T = 15 GeV and decreases to ∼ 9% at pjet
T = 150 GeV. All three uncertainties combined lead to a total uncertainty

between ∼8 % and 2 % on the selected mixture of jet flavors in data. The leading jet is also required to have at
least one associated track with pT > 1.0 GeV (to be used as the seed track), at least one other associated track with
pT > 0.5 GeV, and track proximity requirements to the reconstructed jet. The track needs to have at least one SMT
hit. These criteria (taggability) are applied to ensure that the jet will contain enough information to be properly
identified as a heavy flavor jet candidate.

In order to suppress jets not originating from either a c or b meson, a neural network is applied that exploits
the longer lifetimes of these particles in comparison to their lighter counterparts [12]. The neural network (b-NN)
combines several characteristic input quantities into a continuous output value between zero and one. The input
variables are the number of reconstructed secondary vertices in the jet, the mass of the secondary vertex, the number
of tracks used to reconstruct the secondary vertex, the decay length significance of the secondary vertex, a weighted
combination of the tracks’ impact parameter significances and the probability that a jet originates from the primary
vertex, which is referred to as the JLIP probability. The neural net output tends towards values close to one for b jets
and towards zero for non-b jets. In this analysis, the leading jet is required to have a neural net value greater than
0.85. In addition it is required that the JLIP reduced probability could be calculated. The JLIP tagger calculates the
probability of each track within a jet to originate from the primary vertex based on its impact parameter information.
This probability is multiplied track by track to determine an overall probability. The JLIP reduced probability
ProbJLIP

red is the re-calculated JLIP probability with the track removed that is least probable to belong to the primary

1 Particle level jets in simulated events use the generated stable particles (except muons and neutrinos) as inputs to the jet clustering
algorithm instead of calorimeter clusters.
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FIG. 3: The photon purity in the selected “γ + heavy flavor jet” events as a function of pγ
T for the two measured configuration

of photon and jet rapidities: the left plot is for region 1 and the right plot is for region 2. The result of the (1 − exp(a + bpγ
T ))

functional fit is shown by the full lines, together with the statistical uncertainty in the default fit (dashed lines) and the total
uncertainty (dotted lines).

vertex. In this way the influence of mis-measured or fake tracks on the b-tagging probability is reduced. We define
the variable rJLIP = − ln(ProbJLIP

red ), which is used later in this analysis to determine the fraction of light, c, and b
jets in the selected sample. Jets from b quarks tend to have large values of rJLIP as compared to light jets whose
tracks originate from the primarily vertex, leading to small values of rJLIP.

III. ESTIMATIONS OF PHOTON PURITY AND HEAVY FLAVOR FRACTIONS.

A. Photon Purity.

After the selection criteria have been satisfied for the event, the photon candidates, and the heavy flavor jet
candidates, about 14,000 events remain. The amount of true photons as well as the fraction of b and c jets in the final
data sample have to be determined as these events still contain non-negligible background. The photon background
is mainly caused by dijet events in which one jet is misidentified as a photon signal. For the photon purity estimate
P = Nγ/(Nγ + N jet), where Nγ (N jet) is the number of single photon (dijet) events that pass the selection criteria,
the photon ANN output is used from data and is fit with Monte Carlo distributions of single photons from signal
events and jets from dijet events using a maximum likelihood fit. This fit is performed in each photon pT bin for
both photon-jet rapidity regions independently. These purities are pT dependent and can be parameterized using the
function P = 1 − exp(a + bpγ

T ). The resulting photon purities are shown in Fig. 3.

B. Heavy Flavor Fractions.

In order to estimate the fractional contributions of b and c jets to the final data sample, we again use a maximum
likelihood fit of jet flavor templates to model the overall data shape for each bin of photon pT . The shape information
is taken from the rJLIP variable for light, c and b jets and are fit to the data. The light jet template is taken directly
from a light jet enriched data sample, referred to as negative tagged data, that has been corrected for b and c quark
contributions. Both the b and c jet templates are taken from Monte Carlo pythia [13] simulation with correction
factors applied to account for differences in data and the Monte Carlo efficiencies. Once the fractional contribution
of each jet flavor is determined, all three templates are weighted by their respective fractions and summed together.
This distribution is normalized to the number of events in data and the two shapes are compared to test the derived
fit fractions as shown in Fig. 4. The estimated fractions of b and c jets are shown in Fig. 5.

The b and c jet fractions have been cross-checked using a method that is less sensitive to the shape of the template
distributions. The three unknown fractions of light, c, and b jets can be calculated analytically by performing three
measurements of the number of the selected events in data for different cuts on the rJLIP variable when the efficiencies
to pass these cuts are known. The first measurement is performed without any rJLIP cut, and the second and third
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measurements require rJLIP to be greater than some cut values cut1 and cut2. We calculate the efficiencies to pass
these two cuts from the templates of light, c and b jet events used in the fit above. Multiple pairs of these cuts have
been tested and the results of this efficiency method are all in good agreement with the template fitting technique as
shown in Fig. 6.

An additional test has been done to check the b and c fractions found with the rJLIP variable. In this test, we
preselected events after a cut of the b-NN output > 0.20 and calculated the b and c efficiencies from the b-NN output
distribution using two additional cuts, 0.45 and 0.85. The efficiency method, described above, was used to determine
the flavor fractions of this sample. The obtained fractions are in good agreement with those found with the use of the
rJLIP variable.

We also studied the b-tagging efficiency and shapes of the rJLIP variable for c, cc̄ and b, bb̄ final states produced in
the processes (1) and (2), simulated with pythia. We found that both the b-tagging efficiency and shape of rJLIP
distributions are similar between c and cc̄ events and separately between b and bb̄ events and, at the same time, are
noticeably different between flavors.

C. Cross Section Unfolding.

The measured cross section must be corrected to account for pγ
T smearing effects due to the finite resolution of the

calorimeter. An analytical correction is performed by fitting an unfolding function to the uncorrected cross section,
which is a convolution of an ansatz function and the measured electromagnetic energy resolution function determined
from the Z peak. The correction is then the ratio of the ansatz function to the smeared fitting function. The size of
the corrections ranges from 1 to 3.5 % depending on pγ

T and the two kinematic regions.

IV. CALCULATION OF CROSS SECTIONS AND COMPARISON WITH THEORY.

The cross section is calculated according to

d3σ

dpγ
T dyγdyjet

=
NEvents Pb(c) Pγ

∆yjet ∆yγ ∆pγ
T εt εγ

s εjets εpv εjetb(c) εEmiss

T

Lint A
. (3)

Here, A is the acceptance, Lint the integrated luminosity, Pb(c) the b (c) jet fractions, and Pγ photon purity. Further-

more, εt is the trigger efficiency, εγ
s the photon selection efficiency, εjet

s the jet selection efficiency, εPV the primary

vertex cut efficiency, εjetb(c) the b (c) tagging efficiency, and εEmiss

T

the Emiss
T efficiency.

The cross sections are calculated in five pγ
T bins and two regions of yγyjet. The resulting cross sections are shown

in Fig. 7 for the γ + b and γ + c processes. One can see that in the range of 30 < pγ
T < 150 GeV for regions 1 and 2,

for both b and c jets, the cross sections fall more than two orders of magnitude.
Statistical uncertainties vary from 0.2 % in the first pγ

T bin to 8–9 % in the last bin while systematic uncertainties
vary between 15–25 % (depending on the pγ

T region). A break-down of the most important systematic uncertainties
is shown in Fig. 8. At low pγ

T the main uncertainty comes from the photon purity estimation (∼10.5 %) and the
heavy flavor fraction estimation (∼9 %). At higher pγ

T the total uncertainty is dominated by the heavy flavor fraction
estimation (∼23 % in the highest pγ

T bin). The heavy flavor fractions are estimated by fitting templates to the data,
and the main contribution to the uncertainties on these fractions comes from the small data statistics for large pγ

T
and from limited statistics in the c-jets MC template at small pγ

T . Other significant uncertainties arise from the jet
selection efficiency (between ∼8 % and ∼2 %) and the luminosity (6 %).

The theoretical predictions presented in Fig. 7 correspond to the choice of renormalization, factorization and
fragmentation scales chosen as µR = µF = µf = pγ

T . These predictions are preliminary [32] and are based on the
technique used to calculate the analytic cross sections published in Ref. [33].

The ratios of the γ+b and γ+c cross sections are also calculated with respect to their central theoretical predictions
in regions 1 and 2 (Figs. 9 and 10). The behavior of the theoretical scale uncertainties is also shown in those figures.
They are obtained by the simultaneous variation of all the three scales by a factor of two, µR,F,f = 0.5pγ

T , and
µR,F,f = 2pγ

T . The theoretical predictions utilize the cteq6.6M PDF set with uncertainties calculated from 44 PDF
sets according to the prescription in [16]. These uncertainties are shown by the shaded region in Figs. 9 and 10. The
theory predictions are corrected for the effects of parton-to-hadron fragmentation and for the underlying events. The
size of this correction for b(c)-jets varies from 7.5 % (3 %) at 30 < pγ

T < 40 GeV to 1 % at pγ
T > 90 GeV. We find good

agreement with the prediction [32] for the γ + b cross section in the entire pγ
T range and for the γ + c cross section for

pγ
T < 50 GeV. We observe a larger γ +c cross section for pγ

T > 50 GeV with the difference increasing with growing pγ
T .
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A possible explanation for this discrepancy is a non-negligible intrinsic charm (IC) content of the partons predicted
by some non-perturbative models, as opposed to a common assumption of purely radiatively generated charm. This
IC component is allowed to evolve from low to high energies along with other partons according to the evolution
equations [10]. Another possibility is that this effect may be partially caused by existing uncertainties on the
g → QQ̄ fragmentation in the final state of the annihilation process that dominates at large pγ

T . Parameterizations
for two IC models have been included in the cteq6.6M PDF set and their ratios to the central cteq6.6M predictions
are shown in Figs. 9 and 10. These models provide two possible arrangements of how IC could be present within
partons as well as their affect on the resulting γ + c cross section. More detailed information concerning IC models
can be found in reference [10].

We also calculate the ratio Rc/b of the two cross sections and compare it to the theoretical predictions in Fig 11.
Most of the systematic uncertainties cancel out in the ratio and those which remain are the ones that differ for c
and b jets (the c and b fraction estimations, the b-tagging efficiencies and the cut on the missing transverse energy).
The measured values of Rc/b agree with the predictions for pγ

T . 70 GeV but deviate for higher values of pγ
T . The

uncertainty on the ratio is enhanced by the anti-correlation of the c and b-jet fractions.

V. CONCLUSIONS.

We have measured the triple differential cross sections d3σ/(dpγ
T dyγdyjet) for the production of photon + b-jet and

photon + c-jet for photon transverse momenta between 30 and 150 GeV, with photon rapidities of |yγ |<1.0, and jet
rapidities of |yjet|<0.8. This is the first pp̄ collider measurement of the triple differential cross section for associated
photon and heavy flavor production. It can also be considered as an extension and a complement to the analogous
measurements of the Z + b cross section performed in D0 and CDF [20].

The measured cross sections should allow coverage for the range of parton momentum fractions x of 0.01 < x < 0.30,
with 0.9 × 103 < (pγ

T )2 < 2 × 104 GeV2, and provide information about b, c and gluon PDFs in this region.
The measured cross sections were compared to NLO QCD predictions with the cteq6.6M PDF set [32]. The

current results of “γ + b-jet” production show agreement within uncertainties with the theory for the entire pγ
T range

in both rapidity regions. We also see agreement for the γ + c cross section in both rapidity regions for pγ
T < 50 GeV.

However we see a noticeable disagreement for γ + c production starting from pγ
T > 70 GeV in region 1 and from

pγ
T > 50 GeV in region 2 that increases with pγ

T .
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FIG. 4: Distribution of the number of events in data for rJLIP after all selections, including b-NN output > 0.85, in five pγ
T

intervals from 30 to 150 GeV. The fitted distributions (to the data) of the MC b-, c-jets and light jets (negatively tagged (NT)
data) are also shown. They are weighted by their fractions found from the fit. The error bars show the total uncertainty caused
by statistics and uncertainty from the flavor fraction fitting.
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FIG. 5: Fractions of c- and b-jets vs. pγ
T in the “γ+jet” sample

after all selection cuts.
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using cteq6.6M and are shown by the dotted lines.
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FIG. 9: The “γ + b-jet” cross section ratio of data to theory as a function of pγ
T in region 1 (left) and region 2 (right). This

includes the theoretical scale uncertainties as well as the cteq6.6M PDF uncertainties. The uncertainties on the points in data
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two intrinsic charm models is also shown.
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FIG. 10: Similar plots as for Fig. 9 but for the “γ + c-jet” cross section.
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FIG. 11: Ratio of the triple differential cross sections for “γ + c-jet” and “γ + b-jet” production for region 1 (left) and region 2
(right).


